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Figure 1: The overview of our pipeline for visual annotation creation. (1) The pipeline begins by segmenting the input visualization
into its constituent components. (2) Next, it generates labels in natural language for each segmented object. (3) The pipeline then
detects and identifies several misleading issues in the input visualization. (4) To align the segmented objects with the identified
issues, the pipeline assesses the relevance between each segment and its corresponding issues. (5) Finally, the pipeline validates

the detected issues and their relevance to the objects.

ABSTRACT

Data visualizations can sometimes misrepresent the underlying
data, leading to misleading interpretations. However, existing sys-
tems fail to precisely identify which parts of a visualization con-
tribute to misleading interpretations, leaving users uncertain about
the misalignments. To address this issue, we develop a pipeline that
automatically identifies the misleading parts within a visualization.
Given an image file, our pipeline first detects graphical components
of the visualization, converting them into structured objects. We
then apply an algorithm to pinpoint misleading objects and explain
how they contribute to distortions in interpretation. Our user study
confirms that our pipeline accurately identifies misleading visual-
ization designs, outperforming previous baselines. We also find that
our pipeline supports participants in developing revision strategies
to improve misleading visualizations.
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1 INTRODUCTION

Visualizations convey information, intention, and messages. How-
ever, they can often be misleading. It is thus crucial for users to
recognize whether a given visualization is misleading or not to cor-
rectly interpret the visualization. Various guidelines have been pro-
posed to determine whether a visualization is misleading [28, 29].
Based on these guidelines, previous studies have attempted to de-
tect misleading visualization designs [4, 5, 7, 15].

However, existing methodologies to detect and critique mislead-
ing visualizations cannot reveal which parts of visualizations are
misleading. For example, checking whether given visualizations
align with existing guidelines often returns exhaustive lists that are
difficult to consume [4], leaves interpretation to the reader [15], or
is applicable to only a limited set of issues and visualizations [5, 7].
This presents challenges for users trying to understand why visual-
izations are misleading and how to resolve them.

To address this problem, we propose a pipeline that automat-
ically identifies which parts of the visualization design are mis-
leading based on insights from a preliminary study. Our pipeline
first objectifies visualization design components using image seg-
mentation models, then generates descriptions on misleading visu-
alization designs using multimodal large language models. These
descriptions are then connected to the corresponding design com-
ponents and presented to users through visual annotations. Users



can then investigate design problems by examining the annota-
tions overlayed on the original visualization. This pipeline fosters
enhanced awareness of misleading visualization designs, enabling
users to critically evaluate the presented information.

We evaluate our pipeline through a user study in which users
were required to detect misleading design issues in a given visu-
alization and proposed appropriate fixes. The results of our study
verify that the visual annotation generated by our pipeline helps
users identify misleading design issues more effectively and de-
velop more robust and effective solutions. Compared to text-only
systems, users identified issues more accurately and proposed more
suitable fixes when aided by visual annotations. Users also reported
that visual annotations helped them distinguish insignificant or false
issues, improving both their task efficiency and overall experience.

In summary, our main contributions are as follows:

* We propose a pipeline that combines image segmentation and
multimodal language models to identify misleading design el-
ements in visualizations.

* We empirically demonstrate the effectiveness and accuracy of
our pipeline in identifying misleading designs.

* We show that our pipeline helps users better understand and
address design issues.

2 RELATED WORK

Our work is relevant to two research fields: misleading visualiza-
tions and automated visualization evaluation.

2.1 Misleading Visualizations

Visualizations are an effective medium for delivering messages, but
they can also easily mislead users. Several studies have explored
how visualizations can mislead audiences, identifying factors such
as deceptive design components [18, 19, 27], human preexisting be-
liefs [30, 31], and errors propagating throughout the visual analyt-
ics process [16]. Building on these previous avenues, Lo et al. [12]
constructed a taxonomy of misleading visualizations and revealed
that most errors occurred in the visualization design and plotting
stages. Similarly, Lan et al. [11] categorize design flaws that can
undermine a visualization’s purpose; focusing on these issues from
a public’s perspective easily meets misleading visualizations.

Although these studies guide visualization designers to avoid
misleading visualizations, such visualizations persist due to blun-
ders or mischief [23]. To address this, our research proposes an au-
tomated pipeline that detects misleading components and enhances
understanding through visual annotations and reasoning, which of-
fer a more accessible way to follow existing guidelines.

2.2 Automated Visualization Evaluation

Automated evaluations for visualizations has been widely studied
in literature [6]. These automated approaches provide benefits to
visualization designers in creating more effective and reliable visu-
alizations [9, 14, 17].

One common way to automatically evaluate visualizations is to
integrate guidelines into the visualization design process. Visual-
ization grammar such as Vega-Lite [24], which enables direct access
to marks and channels, allows the integration of an additional layer
checking if the specification fits all criteria in a predefined guide-
lines [3, 7]. Machine learning methods have also been adopted for
visualization evaluation. Jung et al. [8] proposes workflows for data
extraction from visualization by automatic chart type detection with
user interaction. Subsequently, models such as CNN [20] and Mask
R-CNN [10] made data extraction possible without user input.

Recently, Large Language Models (LLMs) have been proven
to be effective in analyzing and evaluating visualizations. Shin
et al. [25] developed a system to support the iterative design pro-
cess of visualizations by delivering visualization feedback using

LLMs. Moreover, Lo and Qu [13] confirmed that LLMs can effec-
tively identify misleading components in visualizations correctly
by testing various prompting methods and LLM models. Similarly,
Alexander et al. [1] showed that GPT-4 models can well detect mis-
leading visualizations.

These studies focus on evaluating visualization designs to help
designers build better visualizations. However, despite such efforts,
numerous poorly designed visualizations exist in the wild. We thus
focus on helping users identify and understand such visualizations
effectively. Our approach reduces the need for users to manually
compare guidelines with visualizations by providing direct anno-
tations that allow users to easily identify issues and access corre-
sponding explanations across various chart types. Our approach
thus contributes to informing users to become more active and crit-
ical in interpreting visualizations.

3 PRELIMINARY STUDY FOR PROMPT DESIGN

We utilized the GPT-40 model to detect misleading visualizations,
noting that its detection performance varies significantly depend-
ing on the prompt [13]. Therefore, we conducted a preliminary
study to determine the optimal prompt configuration for our final
pipeline. Referring to prior studies, we evaluated their performance
based on how accurately each prompt identified misleading factors.
A combination of Lo and Qu’s dataset and manually collected vi-
sualizations from online news articles was used for the preliminary
study.

Preliminary Study. Drawing inspiration from the works of Lo and
Qu [13] and Alexander [1], we tested three prompts:

e Prompt #1: a guideline-based prompt (split chain of thoughts
approach selected among prompts from Lo and Qu due to fine
performance)

* Prompt #2: “Does this visualization from a news article depict
data truthfully or misleadingly? Answer ‘truthful’ or 'mis-
leading’. Name the issues and explain your answer.” (a naive
zero-shot prompt without additional examples or guidelines
from Alexander [1])

e Prompt #3: Prompt #1 + “Capture any other issues outside
the guideline if exist.” (a combination of a guideline-based
prompt and an open-ended question)

In our study, we followed a three-step process to evaluate the
prompts. First, each prompt was applied to the same 50 images
to identify visualization issues. Next, three authors independently
assessed each issue, classifying them into one of three categories:
(1) True: issues corresponded to genuinely misleading elements.
(2) False: irrelevant or incorrect issues. (3) Insignificant: issues
that were technically correct but had minimal or negligible impact.
This includes items such as duplicated issues, issues regarding data
source, context, or credibility, and color schemes in monochrome
environments. Finally, three authors reached a consensus to finalize
the classifications and ensure consistency in the results.

Table 1 presents the results of this preliminary study. Accord-
ing to the results, Prompt #2 outperformed the other prompts by
identifying genuinely misleading elements over 40% more effec-
tively and achieving the highest true rate. While Prompt #3 had the
lowest number of false cases, its performance was not significantly
different from Prompt #2 and had fewer true cases. Prompt #1 ex-
hibited an overwhelmingly high proportion of insignificant results,
which could increase cognitive load, and its performance in other
metrics was also subpar. Therefore, as Prompt #2 demonstrated the
best performance under our evaluation criteria, we incorporated this
prompting technique into our pipeline.

4 PIPELINE

We demonstrate our pipeline to identify which parts of visualiza-
tions are misleading. We first explain the input and output, and
describe the pipeline architecture.



Table 1: Results of the preliminary study: how many true/false issues
each prompt found. Prompt #2 (a naive zero-shot prompt) achieved
the highest performance with the largest proportion of true issues
identified.

Prompt | True False Insignificant | Total True(%)

Prompt #1 76 28 146 250 304
Prompt #2 | 123 19 39 181 68.0
Prompt #3 86 16 37 139 61.9

Table 2: Order of sessions for user groups A, B, and C. The sys-
tems and image sets were ordered according to a 3 x 3 Latin square.
Lo, ours(text) and ours(ann) indicate text results from Prompt #1, our
system without visual annotations, and our full system with annota-
tions, respectively.

G Session 1 Session 2 Session 3
roup
System Set System Set System Set
A ours(ann)  S1 ours(text)  S2 Lo S3
B Lo S2  ours(ann) S3  ours(text) Sl
C ours(text)  S3 Lo S1  ours(ann) S2

4.1 Input and Output

Our annotating pipeline for visualization analysis takes a visualiza-
tion as an input in the format of bitmap images. The pipeline then
outputs a list of descriptions on misleading visualization designs
and visual annotations that denotes which parts of visualizations
have the design problem. The output is provided in JSON format
and includes descriptive labels and bounding boxes. These bound-
ing boxes are later overlaid on the images for component highlight-
ing.

Note that we decided to deliver misleading designs with visual
annotations because previous studies have acknowledged the im-
portance of providing feedback directly on errors instead of a sep-
arate natural language description [2, 7]. However, annotating text
directly to visualizations can introduce additional bias depending
on how it is presented [26] and may confuse users by blending with
existing chart information. To avoid these issues, we only anno-
tated the boundaries of the misleading parts of visualizations and
provided descriptions separately, especially because boundaries are
effective in delivering areas of interest [21].

4.2 Construction

The proposed system is structured as a modular pipeline to de-
tect, annotate, and critique misleading visualizations while assisting
users in identifying potential biases and alternative interpretations.
The pipeline consists of five main stages: (1) segmentation, (2) la-
bel extraction, (3) misleading issue detection, (4) relation decision,
and (5) annotation and validation. Each stage contributes to the sys-
tematic breakdown, analysis, and evaluation of visual components.
The overall structure of this pipeline is shown in Figure 1.

Step 1: Segmentation of Original Visualization. The pipeline be-
gins with the segmentation of an input visualization into compo-
nents such as axis labels, data bars, legends, and gridlines. Seg-
mentation is achieved through the pre-trained SAM2 [22] model.
The system extracts bounding boxes to isolate specific regions and
convert each segment into a base64-encoded image for further anal-
ysis. This step enables a fine-grained decomposition of the visual-
ization, ensuring that each visual element is ready for independent
evaluation.

Step 2: Label Extraction in Natural Language. After segmenta-
tion, the system generates natural language descriptions for each
segment using GPT-4o, chosen for its performance in detecting
misleading visualizations [1, 13]. These descriptions explain the
function of each visual component, such as interpreting an axis tick
label as “Label for 2021 on x-axis.” This automated process elimi-

nates manual effort while clarifying the relationships between data
elements.
Step 3: Misleading Issue Detection. At this stage, the system iden-
tifies misleading issues within the visualization. GPT-4o0 is itera-
tively queried to critique the visualization and explain how individ-
ual components contribute to these issues, using Prompt #1 from
the preliminary study detailed in section 3 .
Step 4: Relation Decision. The system determines the relevance
of each segment to potential misleading issues. Using natural lan-
guage reasoning, the language model classifies segments as either
related or irrelevant. This filtering step ensures the pipeline focuses
on the most relevant components and ensures that irrelevant visual
elements do not obscure the analysis.
Step 5: Annotation and Validation. In the final step, the sys-
tem validates the detected issues and their corresponding segments
to ensure accuracy. False positives are filtered out through addi-
tional reasoning prompts, leaving only the critical misleading com-
ponents. The outputs include an annotated visualization with vi-
sually highlighted misleading components and textual explanations
describing the identified issues. This combined output enhances
transparency and provides actionable insights into the visualiza-
tion’s biases.

Specific prompts and implementations are available in OSF!.

4.3 Core Features

The two main features of our pipeline design are to give misleading
issues and to ensure text-match-annotation control.
F1. Give Misleading Issues. The system provides misleading is-
sues to clarify misleading or ambiguous elements of the visualiza-
tions. These issues act as corrective explanations, offering users a
clearer and more accurate interpretation of the data. By providing
these critiques, the system not only identifies problematic areas but
also educates users on how to interpret the visual elements more
critically. This approach encourages users to move beyond passive
consumption of visualizations and engage more thoughtfully with
the data.
F2. Text-match-Annotation Control. To guide users in under-
standing the misleading issues through direct annotation on visual-
izations, the system must ensure precision and clarity in aligning
annotation elements with specific issues. To achieve this, the sys-
tem incorporates a text-match annotation control, enabling users
to overcome challenges in connecting textual critiques with cor-
responding visual elements. For example, if the system critiques a
narrow vertical range that exaggerates trends, the corresponding an-
notation will precisely highlight the affected part of the chart. This
interaction, such as highlighting the specific issue when hovering,
helps users easily identify the visual element associated with the
misleading issue, enhancing their comprehension and exploration.
These core features are implemented through the modular de-
sign of our pipeline. The segmentation process enables a granular
analysis of individual components, ensuring that subtle yet signif-
icant biases are detected. Also, by leveraging language models for
description and reasoning, the system automates both semantic un-
derstanding and issue detection, minimizing manual intervention.
The annotated outputs provide an interpretable critique of mislead-
ing visualizations, empowering users to critically evaluate the pre-
sented data.

5 USER STUDY
5.1 Objectives and Design

We aim to verify the effectiveness of our system by comparing how
users (1) identify the factors that make visualizations misleading
and (2) attempt to fix those issues with three different interface for
reporting visualization issues.

lhttps://osf. io/dn6gs/
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Figure 2: The experiment interface for our full system. The left panel
displays the original visualization with identified annotations, high-
lighted by a red bounding box when the user hovers over the corre-
sponding issue or label. The right panel presents the analysis results,
including detailed descriptions and labels of the detected misleading
elements in the visualization.

Dataset. 30 target visualizations were selected. Among these, 24
were randomly selected from Lo and Qu [13]’s dataset. Six visu-
alizations were additionally collected from online news media and
included to the dataset by the authors. These visualizations rep-
resented misleading issues that Lo and Qu’s prompted guidelines
cannot capture. The visualizations were then grouped into 3 sets,
S1, S2, and S3. Each set contained 10 visualizations, 8 from the
previous dataset and 2 added by the authors. The grouping was
conducted randomly.

Participants. Six participants were recruited from a local univer-
sity. The participants were required not to be professional in visu-
alization design. They were asked to self-report how confident they
were with visualizations (Table 4). Then, the six participants were
assigned to 3 groups (A, B, C), with 2 participants in each. Each
group used our full system (ours(ann)), our system without visual
annotations (ours(text)), and text results from Prompt #1 (Lo) with
the three image sets in different orders according to a 3 x 3 latin
square, as shown in Table 2. This design was chosen to minimize
any learning effects that could arise from exposure to the visualiza-
tions or annotations.

Interface. Visualizations were given to the participants with an
experiment interface. As Figure 2 shows, the interface displayed a
single visualization on the left and its analysis result on the right.
The Lo system displayed the results of Prompt #1 in markdown,
with the final summary on top and results of previous prompts at
the bottom. Our systems presented textual explanations from our
pipeline. For the ours(text + ann) system, hovering interaction was
enabled to introduce direct annotation on the visualization. When
users hover their cursor on a certain issue or label, corresponding
components are highlighted with red bounding boxes. In vice versa,
when users hover their cursor on a bounding box, corresponding
issues and labels are highlighted with background colors.
Procedure. Each participant analyzed 30 visualizations, divided
into 10 visualizations for each system following between-subject
design. The visualizations within each image set were presented
in a randomized order. We asked participants (1) to examine each
visualization and identify as many misleading elements as possi-
ble, referencing the analysis provided by the system. Then, they
were asked (2) to sketch their proposed fixes for the issues identi-
fied in the first step and explain the reason. We gave participants
a digital tablet displaying an identical version of the visualization
to sketch on it. The identified issues, proposed fixes, and reason-
ing were collected for further analysis. To ensure consistency in
engagement time across participants, a time limit of 3 minutes was

Table 3: Quantitative results of the user study. Participants found the
issues and fixes most accurately when they were provided with our
system: full pipeline with ours(text) and annotation.

System \ Lo ours(text) ours(ann)
Issues (#) | 137 114 130

True Issue (%) 61.31 7193 73.85
False Issue (%) 13.87 9.64 3.84
Partially True Issue (%) | 1.46 0 0
Insignificant Issue (%) 2336 19.30 22.31
Good Fix (%) 75.00 80.49 85.42
Incomplete Fix (%) 8.33 12.20 11.46
Bad Fix (%) 1429 4.87 2.08
Unresolved (%) 476 2.44 1.04

Table 4: Demographics of the participants of the user study. The
participants were asked to report how confident they were with visu-
alizations from a 5-point Likert scale. Confidence denotes the degree
to which participants are confident in their visualization expertise (1:
novice, 5: expert).

ID | P P2 P3 P4 P5 P6
Age 23 23 22 24 24 31
Gender M M M M M F
Confidence (1-5) | 4 4 4 4 1 2

imposed for each visualization. This process was repeated for all 30
visualizations. A Semi-structured interview about user experiences
was conducted to gather feedback on the usability, effectiveness,
and overall impressions.

5.2 Analysis

Both quantitative and qualitative analyses were conducted. From
the collected data, each issue was tagged as true, partially true,
false, or insignificant. Partially true issues were tagged when the
interviewee failed to spot another issue that it completely relies on.
Insignificant issues were tagged when they were technically true
but had minimal impact as misleading. For example, it includes
remarks on data credibility, temporal or social context, and usage
of difficult vocabulary.

For true issues, their corresponding fixes were tagged as good,
incomplete, bad, or unresolved. Incomplete fixes were tagged when
the fix did improve on the issue but could not eliminate it. Unre-
solved was tagged when the participant only spotted an issue and
could not come up with a solution. The first author initially per-
formed the tagging, after which two additional authors joined to
review the results. We conducted revision until the consensus of all
three participating authors was met.

Qualitative analysis was applied to records from the user study.
After participants used each system, they were asked about their
experience with the system. This included what feature they used
the most, what criteria they judged the visualizations upon, and how
much they utilized their previous knowledge.

5.3 Findings
5.3.1 Quantitative Analysis

Table 3 shows an overview of the results of the quantitative analysis.
Effectiveness of our Pipeline in Revealing Misleading Designs.
Ours(text) helped participants detect fewer false and insignificant
issues compared to the Lo system, reducing unnecessary cogni-
tive effort during the verification. When annotations were added
in ours(ann), the number of false issues decreased further, while
more true issues were identified. Consequently, the result revealed
that both our pipeline and annotation designs effectively assist in
detecting genuine errors.



Effectiveness of Annotations. The addition of visual annota-
tions in ours(ann) improved participants performance. Ours(ann)
achieved the lowest rate of unresolved and bad fixes, showing that
annotations enhanced the explainability of visualization guidelines.
By helping users pinpoint misleading elements, annotations not
only increased the number of true issues but improved the qual-
ity of fixes. Compared to the Lo system, ours(ann) produced more
good fixes and fewer bad fixes. Even against ours(text), annotations
led to better detection and correction, proved its effectiveness.
Trade-off between Accuracy and Quantity. The Lo system en-
couraged participants to identify a greater number of issues by pro-
viding extensive analysis and guidelines, including criteria where
visualizations performed well. However, this exhaustive approach
often resulted in the discovery of many insignificant or false issues
and a lower rate of true issues overall. Conversely, the ours(text)
and ours(ann) systems streamlined the process by highlighting only
detected issues and their corresponding components, which guided
participants toward more accurate and meaningful insights. This
finding aligns with the results of our preliminary study in which
guidelines tended to pick up too many insignificant issues. This can
confuse users by overwhelming them with too much information.

5.3.2 Interview Results

Preference. The interview results imply that our system is most
preferable for participants. Three out of the six interviewees chose
the ours(ann) system as their favorite. P2 said, “I liked how it gave
me summarized results with bullet points.” P3 also noted that “the
system made it faster to find issues in the visualization.” P6 espe-
cially preferred the direct visual annotations. “It was helpful to
check how the visual annotations and analysis texts were related.”

Two participants chose the Lo system over the ours(ann) sys-
tem. The main reason was that “It gave the most information,” as
P1 mentioned. Still, P4 commented that “the Lo system was most
convenient for me, but I think that’s because of the learning effect.
Without that, the ours(ann) system might be easier to use.” P5
uniquely preferred the ours(text) system over the ours(ann) system.
This was because “without the annotations, it was clearest to see.”

The participants also pointed out the drawbacks of the systems.

The Lo system tended to provide too much information, over-
whelming the participants. P5 said, “I’d rather study the graph
than study the text.” For the ours(ann) system, there were differing
opinions on the annotation scheme. P6 proposed, “using effects like
highlighter pens might be better than bounding boxes. The boxes
sometimes cover up the visualization.”
Issues and Fixes. We find that participants show different patterns
when fixing issues compared to when looking for them. While par-
ticipants mostly relied on the provided analyses for identifying is-
sues, they fixed them mainly relying on their own knowledge, or
‘common sense’ as P3 denoted. When looking for issues, partic-
ipants tended to consult the system. P5 said, “The system helped
a lot. It made it much faster to find issues in the visualizations.”
However, when asked how they came up with improvement plans,
P5 answered “I think it’s mostly pure intuition. I rarely read the
system’s recommendations in terms of fixing.”

Users tended to ignore suggestions when they believed the anal-
ysis was inaccurate. Participants with high confidence primarily
utilized the system for verification purposes and were less influ-
enced by its errors. However, both confident and less confident
participants exhibited instances in which they mistakenly identified
misleading issues in the visualization that were not actually present.
Expertise and Dependency. Participants who were more confi-
dent less depended on the systems provided. P6, who chose 2 from
a 5-point likert scale when asked how confident they are with vi-
sualizations, said that “/ wouldn’t have a clue if the system wasn’t
there. At first, all of the visualizations seemed completely normal
to me.” In contrast, P2 said “I mostly find all the issues by looking

at the visualization directly. I used the system only to verify that 1
am right.” P2 answered 4 from the same 5-point likert scale ques-
tion. Overall, participants who answered that they were familiar to
visualizations tended to rely on their own knowledge when fixing
the identified issues.

For identifying issues, participants with more expertise tended

to focus on certain features which they thought were prominent. P1
and P2 both mentioned that they concentrated on the Chart Inter-
pretation section while using the Lo system. Especially, P1 consid-
ered the Cherrypicking criteria most important from personal expe-
rience.
Annotation Effects. With visual annotations, participants could
effectively determine whether a given issue is true by looking at
the provided labels and corresponding annotations. P2 mentioned
that “When I look at the highlighted components and think that they
don’t match the explained issue, I can easily ignore it.” Also, par-
ticipants completed given tasks faster with the ours(ann) system.
P3 pointed out, “Instead of going back and forth between the visu-
alization and the analysis, I can directly see where in the image the
problem sits.”

While participants who did not prefer the provided visual anno-
tations reasoned that it was “foo simple”, results show that this ac-
tually introduced the effect of reducing false issues and bad fixes.
Participants tended to read through the long guidelines of the Lo
system, and were easily persuaded by them. For example, when
the Lo system claimed that the axis intervals were inconsistent, P3
said “at first I thought they were normal, but since the system in-
sists, they start to seem not quite right.” This visualization had no
problems with its axes.

6 DISCUSSION
6.1 Effectiveness of Visual Annotations

Our results show that integrating textual explanations with visual
annotations is highly effective in terms of preventing users from
misinterpreting visualizations. Participants were able to identify
more real issues and establish more effective plans to fix the visu-
alizations using our system. Also, while text-based approaches like
the Lo system found the most issues, they also introduced a large
number of insignificant issues. These long natural language analy-
ses tended to overwhelm users, making them confused.
Meanwhile, our study implies that the effectiveness of visual an-
notations can be further explored. For example, multiple intervie-
wees proposed that highlighter effects would aid in investigating the
visualization compared to our current design (red bounding box).
Such responses suggest that our current design may not be the most
effective way to visually convey misleading concepts through an-
notations. Consequently, a systematic examination of various an-
notation designs would be a promising avenue for future work.

6.2 Limitations and Future Work

While our current pipeline is promising, several challenges remain.
Processing time for complex visualizations limits real-time usabil-
ity, and future efforts should aim to optimize the pipeline for scal-
ability. In our pipeline, the segmentation stage takes an average of
83 seconds, with an extreme of 95 seconds depending on the en-
vironment and visualization. Utilizing more concrete segmentation
models or specifically trained machine learning models may im-
prove the pipeline, enabling direct querying from the user. Also,
with more advanced segmentation models and multi-modal large
language models, our pipeline can produce even more accurate and
perceptive comments upon subtle or complex bias, triggered by in-
terrelationships of multiple elements.

7 CONCLUSION

This study underscores the prevalence and impact of misleading
visualizations, emphasizing the need for tools that enhance audi-



ence criticality. Our system addresses this challenge by combining
segmentation models and LLMs to detect, annotate, and critique
misleading elements in visualizations. Our evaluation demonstrates
that users equipped with visual annotations on misleading visu-
alization designs can more effectively escape from misinterpreta-
tions, fostering a more skeptical and informed approach to consum-
ing visual data.
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